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Dynamics of Chemical Reactivity Indices for a Many-Electron System in Its Ground and
Excited States
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A quantum fluid density functional approach is adopted to study the time evolution of various reactivity
parameters such as electronegativity, hardness, polarizability, and entropy associated with a collision process
between a proton and a Be atom in its ground and excited electronic states. This collision process may be
considered to be a model mimicking the actual chemical reaction between a Be atom and a proton to give
rise to a BeH molecule. A favorable dynamical process involving a ground or an excited state is characterized
by maximum hardness, minimum polarizability, and maximum entropy values.

I. Introduction become equal. In a molecule, all the constituent atoms have
the same electronegativity value which is equal to the geometric
mean of the isolated atoms’ electronegativifiesAn important
hardness-related principle is the maximum hardness prifgiple
which states that “there seems to be a rule of nature that
molecules arrange themselves so as to be as hard as possible”.
Theoretical justifications of all three principles, viz. electrone-
gativity equalizatiord? HSAB, 4 and maximum hardne¥s
principles have been provided within DFT.

The wave function of a many-particle system is completely
characterized byN and v(r). While ¥y and  measure the

Electronegativity (y) and hardnegs() are two important
indices of chemical reactivity. Since inception these two quan-
tities have been extensively used in understanding molecular
structure, properties, reactivity, bonding, interactions, and
dynamics. The concept of electronegativity was first introduced
by Pauling as the power of an atom in a molecule to attract
electrons to itself, while that of hardness was given by Pearson
in the context of the hardsoft acid-base (HSAB) principle
which states that “hard acids will prefer to react with hard bases
and soft acids with soft bases to form a kinetically and thermo- ’ )
dynamically stable molecule”. Quantitative definitions of these €SPonse of the system whéhchanges at fixed(r), polariz-
properties are provided within the purview of density functional 2Pility (a) plays the same role for varying(r) at constant N.

theory (DFT). Electronegativijand hardnedsre respectively ~ OWing to an inverse relationsfitbetweero andy, a minimum
defined as the following first- and second-order derivatives, ~Polarizability principle in agreement with the maximum hardness
principle has been first conjectured and then explicitly demon-

strated in a time-dependent situatignlt may be stated &%
“the natural direction of evolution of any system is towards a
state of minimum polarizability”. Validity of this principle in
case of chemical reactions has also been shéwAnother
important principle is that of maximum entroywhich states
that “the most probable distribution is associated with the maxi-
mum value of the Shannon entropy of the information theory”.
Dynamic generalizations of these principles have been studied
and the possibility of a chemical reaction dynamics in terms of
the time evolution of these quantities has been explored in our
laboratoryt”-2° To our knowledge, no attempt has been made
so far in extending these studies to excited states especially in
the time-dependent situation. In the present paper we employ
guantum fluid density functional thed?sto study a collision
process between an ion and an atom in its ground and excited
electronic states and to monitor the time evolution of various
reactivity parameters in order to gain insights into the associated
structure principles in a dynamical context, involving both
D) op(r) dp(r") (4) groun_d and exciteq states. Theoretical background of the present
work is presented in section Il. A new kinetic energy functional
in terms of the Hohenbergkohn—Sham universal function& and a new Fukui function used for this purpose are described
F [p] of DFT. There are some useful principles of molecular in sections Il and 1V, respectively. Section V provides numeri-
electronic structure based on these concepts. Electronegativitycal details, and the results and discussions are given in section
difference is the major driving force behind the electron-transfer VI. Finally, section VII contains some concluding remarks.
processes in chemical reactions. Electrons are transferred from
a species of lower electronegativity to one with higher elec- 1l. Theoretical Background
tronegativity until the electronegativity values of both the species

1 82E) 1(3#)
n=5"=] =3k @)
2(8N2 oy 2\

for an N-electron system with energ and chemical and
external potentialsu and u(r), respectively. Equivalently,
hardness can be expressed as

and

== [n(.r) £ p(r) dr dr’ 3)

wheref (r) is the Fukui functioh and the hardness kernel is
given by

OF
nrr) =2 [e]

Hohenberg-Kohn—Sham density functional thedf/was

* Author for correspondence.
® Abstract published ifAdvance ACS AbstractS§eptember 1, 1997.

originally formulated for the ground state. It asserts that the
electron densityd(r)) contains all the information of a system.

S1089-5639(97)01408-4 CCC: $14.00 © 1997 American Chemical Society



7894 J. Phys. Chem. A, Vol. 101, No. 42, 1997

To tackle the dynamical situations, a time-dependent version

of DFT is provided? which shows that the mapping between
the time-dependent external potential ao(@,t) is uniquely
invertible, implying that all the properties of the system are
functionals ofp(r,t) and current density(r,t). Now a dynamical

process can be studied in case we have an equation to obtain

o(r,t) and j(r,t) at all times. An amalgamation of time-
dependent DF® and quantum fluid dynamié% resulted in
guantum fluid density functional thedfywhose backbone is
the following generalized nonlinear S¢kinger equation
od(rt) |
( ) i=+/—-1 (5a)

1 p o rleey =i -,

2
with

D(r.t) = p"* exp(i);

| =[P VP, — D;,,VD,] = pVE (5b)

whereé is the velocity potential. In the present paper we solve
this equation to study the temporal evolution of various reactivity

parameters associated with a collision process between a proton
and a Be atom in its ground and excited electronic states. We
have chosen this system because in the presence of a third
partner to take away the excess energy, this collision may lead

to the formation of a stable closed shell moleéfiBeH" with
Do = 3.14 Ev andR. = 1.3122 A. In eq 5a the effective
potentialver is given by

- 5] 122

|R1(t) =]

ZZ
CIR,() — 1|

(6)

whereTyw andEy. denote the non-WeiZeker part of the kinetic
energy and exchangeorrelation energy functionals, respec-
tively. The explicit form forTyw is given in the next section
and that ofE,. has been taken as

Ele] + Eclp]

whereEy is the Dirac exchange functional modified in the spirit
of Becke’s functionaf® as follow®

Elo] = (7a)

4/3
E[o] = —C,| (0" dr + p dr
Le] (/P J 1+ (r?0??/0.0244)

(3
C= E)(sﬂz)m (7b)

and E; is a Wigner-type parametrized correlation energy

functional given by’

f A —1/3 dr
9.81+ 21.437

Edo]l = — (7c)

In eq 6R1,R> andZ;,Z; are radius vectors and atomic numbers
of the target (Be) and the projectile {Hnuclei, respectively.
The origin of the coordinate system is fixed on the target
nucleus, and the position of the projectile is determined by a
Coulomb trajectory®

Unique invertibility of the mapping®ex(r,t) — p(r.t) and
vexdr,t) — J(r.b), vex(r ,t) being the external potential, has been
establishe#? in time-dependent DFT. Therefore, any time-
dependent quantity is a unique functional iff ,t) andj(rt).
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E() =5 /o OIVE O dr + Tlo] +

fop(r Ry, p(r t)OI 4+ E o] - 1f| e(r, t)
zzfl ”(r t) o @)

where the first term is the macroscopic kinetic energy and the
second term is the intrinsic kinetic energy whose explicit form
is given in the next section. Energy or any other time-dependent
quantity at any given time step can be calculated in gésg
andj(r,t) are known at that time step. Quantum fluid density
functional theory helps obtaining them through the solution of
eq 5a,b.

Time evolution of electronegativity can be followed by
writing it as follows17:20

OB _

_‘l/t(t) = 5/)
p(r’ t)
A=

_1‘
[2V

The time-dependent chemical potential becomes equal to the
total electrostatic potentigt?®at a pointr,, i.e.,

=)= [

x(t) =

L OBdA]
op

_l’_
Z Z,
+ 9
IR —r]  |R,—r| ©

Zl ZZ
|Rl—r IRy, —r,l

(10)

N

wherer, is the point in which the following condition is
satisfied at that time step,

OEdpl]

+(3p

P

1 .02
Yvey+ 2 =0 (11)

It may be noted that &t= 0 eqs 9 and 10 transform to those
given by Politzer et &? to calculate the covalent radii of atoms
using the electronegativity equalization principle. Note the
misprints in eqs 6 and 8 of ref 17, in the potential term arising
out of the macroscopic kinetic energy which, however, was
calculated correctly.

Equations 3 and 4 have been used to study the hardness
dynamics. The required Hohenberggohn—Sham universal
functional F[p] to calculate the hardness kernel (eq 4) is taken
from eq 8 by removing the external potential dependent terms.
Section 1V describes the Fukui functidifr) employed in the
present work to calculate the global hardness from eq 3. Note
that a clear-cut maximum was not obtained in the time-
dependent hardness profile in our earlier calculafibtfsin
which the homogeneous electron gas formula figr) was
used?7:20

To monitor the time evolution of polarizability we calculate
it as follows

oft) = Dl /IGLY)] 12)
where Dj () is the electronic part of the induced dipole
moment and5(t) is component of the external Coulomb field
along thez axis. It has been legitimately assume#f21.28hat
the overall charge distribution is cylindrically symmetric about

For the present problem the time-dependent energy may bean axis (o < z < «) passing through the target nucleus, due

written as

to the high projectile velocity.
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TABLE 1: Calculated Kinetic Energy Values (au) for Atomic Systems

atom T2 To+ T2 To+ T+ T2 To+ Trb Tes® TGDd Tew® THp:f

He 2.561 2.879 2.963 2.860 2.862 2.852 2.862 2.862

Li 6.673 7.467 7.662 7.426 7.566 7.416 7.568 7.433
Be 13.124 14.635 14.990 14.563 14.975 14.537 14.986 14.573
C(*D) 33.608 37.156 37.942 37.077 37.899 37.057 37.924 37.688
N 48.312 53.115 54.490 53.111 54.284 53.384 53.721 54.401
Ne 117.76 127.83 129.78 128.13 128.47 128.04 128.491 128.55
Mg 183.99 198.71 201.49 199.36 199.55 199.28 199.663 199.61
Ar 489.95 524.22 530.43 526.58 527.47 526.57 527.252 526.81
Kr 2591.18 2733.04 2757.10 2749.44 2749.3 2750.9 2748.823 2752.0
Xe 6857.74 7183.52 7237.25 7228.19 7235.3 7233.4 7235.147 7232.0

aReferences 34 and 3BReference 34¢ Reference 37¢ Reference 265 Present work! Hartree-Fock kinetic energy values from ref 35.

To study the entropy dynamics, an average density argu- g(N) = a,+ alN—1/3+ azN_m?
7,20,21; i initi i i

ment is used for its definition. Considering &helectron a,=0.1279,3, = 0.1811,a,= —0.0819 (17d)
system as a system bfnoninteracting particles moving under
Lhi.lnf:jueg:zeo gf an effective potential fields(r.t), entropy IS 1oia1 kinetic energy values for several atoms have been

efined as»== calculated using near-HartreEock atomic densitié8in eq 17.

5 3 Table 1 compares these values with other values obtained from
St = f{%, = In p(r 1) + *LIn(k6(r t)/27)}ko(r t) dr  (13) existing important kinetic energy functionals. If we consider
the importancé&-32of Tw[p] and both global and local behavior

In eq 13k is the Boltzmann cqnsta7nt ?lrﬁ(r,t) is a space as well as the behavior of the functional derivati® of the
time-dependent temperature givert’&$ present functional, it (eq 17) serves as one of the best kinetic
. 2 energy functionals known to date. Note that the local behavior
t(r;p(r ) = 3/2k o(r t) p(r t) + li(r.0)l (14) may be further improved by addi_ng a fractionwp term such
20(r,t) that the global values are not disturbed.

] o ] o To tackle a molecular situation we ddd®2'another term to
wheretg(r;p(r,t)) is the kinetic energy density which integrates Tewlp] as

to the total kinetic energy as prescribed in the next section.

Tlel = Towlel + [ toalel dr (18a)

Ill. A New Kinetic Energy Functional
where
Although the HohenbergKohn theorem asserts the existence

of an energy functional, the exact forms for kinetic and toole] = f(w(R,N)/Nz) p(r) p(r') dr’ (18b)
exchange-correlation energy functionals are still not kno#h.
Attempts have been made to construct approximate kinetic _ 1 [N\4 -
energy functionals with good local and global behavior as well Y(RN) = R12 (10) R exp(-0.8R) (18¢)

as a proper functional derivati¥e. Recently, Ghosh and

Del?® have proposed a new local kinetic energy functional as The molecular kinetic energy functional is designed in such a

follows way thattme[p] goes to 0 wherR tends to infinity and diatomic
molecular kinetic energy values are reproduced at the equilib-

4/3 .
. s rium bond lengthd7.20.21
ﬂm—nm+c4}:a@%a@w (15)

. . . . IV. A Local Model for the Fukui Function
whereTy[p] is the Thomas-Fermi functional given by

The Fukui functiofl f(r) is one of the most important
Tole]l = C, f p(r)5’3 dr; C.= 3/10(3:12)2’3 (16) chemical reactivity indices that brings the necessary simple
quantification in Fukui’s frontier orbital theo?yby character-
Considering the importange®2of the WeizSaker functional izing the most reactive site of a chemical species with that
Twlp] and a global correlatici between a first gradient  having the largest value df(r). It is defined as follow$
correctior¥* and the above local correctidhwe propose the

following functional with proper global and local behavior and fr) = o)) [ ou 19

the correct functional derivativi, (= N Loy \Su(r)/y (19)

Tewlp]l = Tolp] + Twlel — Because of the difficulties associated with the calculations of
0¥ the above derivatives there have been several attéh3pes40

dr (17a) to expressf (r) as a density functional such that it can be
calculated straightforward with only the electron density of the
species concerned as input. A completely satisfactory Fukui
density functional for practical atomic and molecular calcula-
_1,VpVp tions is, however, still awaited. Recently, Fuentedlitzas
Twlel = §f o dr (17b) proposed a local model fé(r). In the present work we propose
a form for f(r) in a somewhat similar manner using better
1= 30(§)1'3 (17¢) quality energy functionals. Ultimately thfgr) will be used in
7 the calculation of global hardness. To motiél) we take the

aN)A [—P2———
N2 S 1+ (rp*?0.043)

where
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Figure 1. Radial distribution of the Fukui function for the Be atom.

following Hohenberg-Kohn—Sham universal functional, viz.,

Flo] = Tle] + Vedol (20)

whereT[p] and the total electronelectron repulsion energ¥ee
[p] are taken, respectively, as in eq 15 and the following local
formula given by Parf}

Vedo] = 0.7937N — 1) [ p(r)** dr (21)

Equations 4 and 20 give the hardness kefifelr’) which is
related to the local softnessr¥(within this local model as
follows,*0
_o(r—r")

2n(r,r")

The Fukui function can now be easily obtained as the
normalizeds(r), i.e.,

s(r) (22)

S(r)
Js(r) dr

A local hardness can also be obtained by averaging gver
(r,r') a$40

f(r)= (23)

1 p(r)
2N s(r)

Figure 1 depicts the radial distribution bfr) for a Be atom
calculated using eq 23 by employing a near-Hartriéeck
atomic density® The presence of atomic shell structure is
discernible. It is important to note that the Fukui function is
positive everywhere.

Radial distributions of local hardness for several noble gas
atoms are presented in Figure 2. Near-Hartileeck atomic
densitie®® and eq 24 are used for this purpose. Atomic shell
structure is very prominent in these plots. It complements our
previous observatidfl that #(r) plots resemble density plots
more than € V2p) plots*2 to predict the hare soft behavior of
an atom or a molecule. This behavior is in conformity with
the fact that the hardhard interactions are charge-controlféd.

It has also been showhthrough ab initio molecular orbital
calculations that the harder nitrogen end in the linkage isomer
SCN~ possesses maximum gross charge.

0 =5 [0 1) p(r') o' = (24)

V. Numerical Solution

Due to the high projectile velocity we legitimately assume
the azimuthal symmetry of the whole scattering system. Since
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Figure 2. Radial distribution of the local hardness for the noble gas
atoms.

the electron density varies rapidly near the nucleus and relatively
slowly elsewhere we transform the variables as follows

y=p® (25a)

and
=

wherep is one of the cylindrical polar coordinates,§,2). An
analytical integration has been carried out ovet @ < 2.
The generalized nonlinear Sckinger eq 5a takes the following
form?%21in transformed variables

(25b)

1 ,
— |5 ey =2i
X

430X\ 4ot

A leapfrog-type finite difference scheme has been employed
to numerically solve eq 26. A detailed discussion on the
derivation of eq 26 and the numerical method for its solution
can be found elsewhef®?! The spatial and temporal grid sizes
are taken as

dy
5 (29

AXx=Az=0.05au and At=0.025au

The position of the Be nucleus is chosen to be the origin of
the coordinate system. A proton with initial velocity 1 au is
approaching the Be nucleus from a distance of 10 au along a
Coulomb trajector$? with an impact parameter 0.1 au and the
scattering angle 5.25 The integration is carried out until the
proton recedes by a distance of 10 au from the target. To launch
the numerical solution we have taken the Be atortSiand®P
electronic state$ To our knowledge, the calculation of various
local and global reactivity parameters in a time-dependent
situation for a system in its excited state is done here for the
first time.

VI. Results and Discussions

Temporal evolution of the electronic chemical potential
(negative of electronegativity) is presented in Figure 3. Unless
otherwise specified, in all figures parts a and b refer to ground
and excited states of Be the atom, respectively. Time depen-
dence of different quantities such as induced dipole moment
and difference density help&ddividing the whole collision
process into three distinct regions, viz., approach, encounter,
and departure. Time evolution of also clearly marks these
divisions. In the encounter regime where the actual chemical
process takes place, eq 11 is not satisfied anywhere in the whole
space. But for the initial transients and strong nonlinear
fluctuations immediately before and after the encounter regime
u attains a more or less steady value in the approach and
departure zones.
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Figure 3. Time evolution of chemical potentiak) during a collision
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Figure 5. Perspective plots of the Fukui function of the Be atom

colliding with a proton, at = 10.275 au, in cylindrical polar coordinates
(p,2): (a) ground state, (b) excited state. See caption of Figure 4 for

process between a Be atom and a proton: (a) ground state, (b) excitedjetails.
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Figure 4. Perspective plots of the Fukui function of the Be atom
colliding with a proton, at = 0: (a) ground state, (b) excited state.
The basal rectangular mesh designates #® plane where (< p <

4 and—3 =< z < 3. The nucleus of the atom is at (0,0).
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Figure 6. Perspective plots of the Fukui function of the Be atom
colliding with a proton, at = 18.775 au, in cylindrical polar coordinates

Figures 4-6 depict the perspective plots of the Fukui function (5 7): (a) ground state, (b) excited state. See caption of Figure 4 for
calculated in three strategic points representative of three zonesletails.
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Figure 7. Time evolution of hardnessy) during a collision process ~ Figure 8. Time evolution of polarizability) during a collision process
between a Be atom and a proton: (a) ground state, (b) excited statebetween a Be atom and a proton: (a) ground state, (b) excited state.

discussed above, viz., at the beginning of the approach regime hardness principlé8 (MHP) had to directly resort to the
at the middle of the encounter regime, and toward the end of minimum energy criterion for stability. Not only are the
the departure regime, respectively. In Figure 4 we observe anenergies not necessary for the present method but we can even
effectively atomicf(p,2) when the Be atom has not started to bypass the solution of the Scldinger equation in case we
experience the Coulomb field due to the incoming proton. generate the required electron density from some other source,
When the proton proceeds toward the target, the whole scatteringsay from an experiment or as the solution of a single-density
system starts behaving like a supermolecule and almost every-equatior?5° The initial (¢ = 0) hardness value for the excited
where in spacé{p,2) becomes significant. Once the proton and state turns out to be 0.1875 au, which is smaller thanthe=
the Be atom reach their closest distance to the target, a decreas®) value for the ground state, as expected from MFFSince
in the value of the Fukui function begins at the origin, and it these two values are comparable and no unrealjstialue is
becomes conspicuous when the proton moves an appreciabl®btained for the excited state, we gain some confidence in using
distance away from the target. It may be noted fiijat) is the ground-state functionals for the excited-state calculations
everywhere positive and normalized to unity (eq 23). The where almost nothing is known about the functional forms. The
difference between these local plots for ground and excited stategglobal hardness for both the states remain more or less static in
becomes increasingly conspicuous as time progresses. It ishe approach regime. In the encounter regime it suddenly
interesting to note that even when the proton goes to a largeincreases to a very high value and passes through a maximum.
distance in the departure regime the Fukui function does not It may be noted that in our earlier calculatiéra clear-cut
come back to its original shape. Presumably this occurs due tomaximum in» profile was not observed due to the use of the
nonlinear charge oscillations since the electron density is still homogeneous electron gas formula fqr). In the present
shared by both the nuclei. When the proton moves away it calculation,the maximization of the profile in a dynamical
leaves behind a pulsating Be atom and the electronic chargesituation clearly vindicates thewvalidity of MHP!® for both
gets continuously redistributed until it comes back completely ground and excited statesThe maximumy values for these
to Be atom, leaving the free proton. two states, respectively, are 0.906 516:240° and 0.906 516 08
The time-dependent hardness profile is given in Figure 7. x 10 au which confirms once again the MHP via the supremum
At t = 0, the calculated global hardness value for the ground # value for the ground state. After reaching the maximum value,
state is 0.1898 au. Since the Be atom is yet to feel the presence; starts decreasing rapidly to attain a stable value in the rest of
of the proton it is essentially the value for the Be atom inits  the encounter regime which is more or less the same as the
ground state. Thig compares very well with the corresponding static value observed in the approach regime and in the
literature valué® 0.1654 au. It is important to note that this beginning of the encounter regime. The maximizationyof
calculation ofy does not require any a priori knowledge of the points out that at least for a while a Béhholecule is formed
total or orbital energy values of the system as is the case within the encounter regime, which eventually dissociates into Be
most of the present day prescriptiérier # calculations. For and H" due to high kinetic energy of the proton. In the present
this reason any attempt to numerically verify the maximum context we can envisage the chemical reaction dynamics to
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